


Lesson 6

Support vector machine (SVM)
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Support vector machine — Linear or Non-linear

Linear SVM Non-Linear SVM



Non-Linear to Linear




Linear Support vector machine




Linear Support vector machine




Linear Support vector machine

For all the points on the hyper plane, g(x) =0
gx) =wl'x+w,=0



Linear Support vector machine

For all the points above the hyper plane, g(x) >0
’ gx) =w'x+wy;>0




Linear Support vector machine

gx) =wlx+w, <0

() For all the points below the hyper plane, g(x) <0



Linear Support vector machine

+ve gx) =wlx+wy;>0

We choose the hyperplane that has
the maximum separating margin




What is Separating Margin?
A

+VC " P H is the separating hyperplane
(] ¥ ' _

" f__...f'll_- - ~H H* is the plane parallel to H and passing through the

I nearest +ve points to H

= L o . Margin between . .

-~ P hy perplames H-is the plane parallel to H and passing through the

e nearest -ve points to H

- A0 U U
If —\Ve Separating margin is the distance between H* and H-
H () N
> We choose H that has the maximum margin.




Finding Separating Hyperplane with maximum Margin?
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0 0 gx) =wl'x+w,=0
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Finding Separating Hyperplane with maximum Margin?

4 Let us take two points x, and x, lying on g(x)

L g(x1) = g(x2)=0

gx) =wl'x+w,=0



Finding Separating Hyperplane with maximum Margin?

4 ’ Let us take two points x, and x, lying on g(x)
’ '
L g(x1) = g(x2)=0
xX)=wlx+w,=0
] ] g = Po = T T
S W X1 tTwy=w X1+ wg

4“1;— = w!(x; —x;) =0
/ ()
0 0 0 0



Finding Separating Hyperplane with maximum Margin?

Let us take two points x, and x, lying on g(x)

g(x1) = g(x2)=0
gx) =wl'x+w,=0
S wlx, +wy=wx +wg,

= w’(x; —x;) =0

It means w is orthogonal (90°/perpendicular) the vector (x; - x,).

It means w is orthogonal (90°/perpendicular) to g(x).



Finding Separating Hyperplane with maximum Margin?

y . Let x be a point in space.
N Let r be the distance of the point x from the hyperplane g(x),
Xy 4, \ and x, be the corresponding projection point of x on g(x).

Now, vector x can be defined by the sum of the vector x,, and vector r-.
X=X, +T

, <\ \ w
/ W Lo SX=X,+1r—

/ v D - P ||
& O .



Finding Separating Hyperplane with maximum Margin?

Let x be a point in space.

Let r be the distance of the point x from the hyperplane g(x),
and x, be the corresponding projection point of x on g(x).

Now, vector x can be defined by the sum of the vector x,, and vector r-.
X=X, +T

N w
SX =X, +7——
P el

If you substitute x in g(x).

wlw

]|

>g) =w'x,+r + wy

o' w wTw g(x)
:g(X) =wap+w0+T'— =>g(x) =rW:>‘r'=_

]



Finding Separating Hyperplane with maximum Margin?

g(x)
lowll

: . g

~ ®' Distance of x, from g(x)=0is r = m

X
2
iy 4 4
if So, the distance of origin from g(x)=0 is




Finding Separating Hyperplane with maximum Margin?

] _—H What is the Margin between H+ and H-?

' ' "F -H

T P o - Margin befween
- hvv perplaives

H



Finding Separating Hyperplane with maximum Margin?

[ ' - H To define the expression for H+ and H-, let us make the
] ' I f following assumptions.
‘. > _~H
" _r P Given a datapoint < x;, y;> where y;e{+ve, —ve} is the class

label of x;,

) - Margin befween
= e hy perplaives

L * let usreplace —ve by +1, and —ve by -1.



Finding Separating Hyperplane with maximum Margin?

[ ' - H To define the expression for H+ and H-, let us make the
] " following assumptions.
# e
‘£ > —~H
' ¥ P Given a datapoint < x;, y;> where y;e{+ve, —ve} is the class
' . i i - ! ._..- .
- - - e - Margin between label of Xis
' = e hvv perplaives

 Letus replace —ve by +1, and —ve by -1.

, ' * Now, each data point will satisfy the following
H (] () (]

wai + Wo > 1,Vyi = +1

wai + Wy < -1, V_'yi = -1



Finding Separating Hyperplane with maximum Margin?

[ ' - H To define the expression for H+ and H-, let us make the
(] ' following assumptions.
¢ =
' > »> —~H
' ¥ P Given a datapoint < x;, y;> where y;e{+ve, —ve} is the class
- i o Margin between label ot Xis
1 .__F.--"'-"- hvv perplaives

* let usreplace —ve by +1, and —ve by -1.

' _ * Now, each data point will satisfy the following
H [ | [}

wai + Wo > 1,Vyi = +1

wai + Wy < -1, V_'yi = -1

The above two expression can be merged to form a single expression

yi(wTx; + wg) = 1,Vx;



Finding Separating Hyperplane with maximum Margin?

[ ' - H To define the expression for H+ and H-, let us make the
(] ' following assumptions.
¢ =
' > »> —~H
' ¥ P Given a datapoint < x;, y;> where y;e{+ve, —ve} is the class
- i o Margin between label ot Xis
1 .__F.--"'-"- hvv perplaives

* let usreplace —ve by +1, and —ve by -1.

' _ * Now, each data point will satisfy the following
H [ | [}

wai + Wo > 1,Vyi = +1
wai + Wy < -1, V_'yi = -1
The above two expression can be merged to form a single expression

yi(wTx; + wg) = 1,Vx;

yi(wai + (1)0) —1> O, in



Finding Separating Hyperplane with maximum Margin?

A H: g(x) = w'x + wy =0

> Hi: gx) = w'x+wg =1

1-b .ff ff - ‘l"a- H- g(x) = wTx+wy=—1

w x+h=-1




Finding Separating Hyperplane with maximum Margin?

A H: g(x) = w'x + wy =0
> - Ht: g(x) = oTx+wy=1

1-b .,f’f f"’ _ ,""q_ H- g(x) = o'x+wy=—1

. TW] _ _ in = — -
< 0 0 \ W the-1 Margin = ry+ — g

= Margin = ——



Finding Separating Hyperplane with maximum Margin?

A H: g(x) = w'x + wy =0

> - Ht: g(x) = oTx+wy=1

e
1-b .___r _r ‘..:-l "--.___. H_: g(x) — wa + wO — _1

wx -1 Margin = ry+ — ry-

: : . : 2
As we are interested in the absolute value, we consider the margin as Tl

= Margin = ——



Finding Separating Hyperplane with maximum Margin?

l Task is to find the hyperplane (g(x)=0) that maximizes

w' x+hzl . L =l H . 2
] wathl- the margin —
] ’ - w' g +h=0 llwl|

|~

' e T wath= Margin =

S

= Margin =

v:
-".I
:.:-'-'\; IIII". | 1
X
E b=
|~

N‘




Finding Separating Hyperplane with maximum Margin?

l Task is to find the hyperplane (g(x)=0) that maximizes
wix+hi1 ] ' Wit H H ) 2
' b b the margin ;.7
f -...__F_..f_'-f fﬂ' wirvh=-1 Ma,r.gin —
1-b .f"'f - - l v lwl|
- [ oy -
Vol W1 1
— - = Margin = ——
» 1 f.____:.'.::"' r |wl|
" P -1-b 2
_Bh . 1 1"'"..-1, o i i .
H 4 , «. U J w x+be-1
'l : . 2 . . e ol
A Maximizing — is equivalent to minimizing —
T > ol :
wTw

Minimizing ”2—” is equivalent to m|n|m|zmgT



Finding Separating Hyperplane with maximum Margin?

Now, we need to solve the following optimization

w x+hel ] : _, - H . o e . . . wTw
‘ ¥ N wxthel- h Minimize objective function —=
o w' w+h=0
¥ ,.
" > - .
- S _—H
- ] r-'-'- -~ -..-' N . . . T . .
. ' T Wt Subject to the constraint Yi(@" X; + wo) = 1,Vx;
- - ﬂ‘. ;
1-h e - ._‘."._'__.--' o o 7
ﬁ' ] e 0l
i e 4 ..-""-F...
...-'-:“'" P
’ f . Ih' I—
i B:l%-l {“:-. wxthe-1
<« >




Finding Separating Hyperplane with maximum Margin?

‘v +hizl gy o B .. . .. .ol
' o ’ " " " ’“_h 1 . Objective function is to minimize —wzw
w' nrh=0
] =
L] ..__f__._..- -‘ﬁ- __F__-f' _—H .
. l_ﬂ_.,-". _f_-”- ,--"""".- whx th=-| Subject to y,(w Xi+ (1)0) > 1, Vx;
- - '
]'l;-'IrJI e - - - e TN T
i‘ - - . w1l
v o - ; il
| i A 0 \ To find the parameters w and where w,, solve
ir V| e cLleb the following optimization function
Tl ' :{H": [ [ winthes-1
. - n
TITFI | o' w T
4 Ly=——- z Ai(yi(w" x; + wo) — 1)
-~ i=1

where A; are Lagrange multipliers



What are the support vectors?

[

[} L~ H

' —

'
-
.-ﬂ-'. .:l_.-"'-. o
-
- I:_.l___..-*"' |--""-- Margin between
e Iy perpla ives
."FF-..
o 0 0
|ﬂl
-

L,=

w

In order to find the parameters, we need to solve this objective function.

]

T n
>~ z L(yi(w"x; + wg) — 1)
i=1



Summary

* What is separating hyperplane?
* How to define separating hyperplane?
* What are Support Vector Machine?

* How to classify a new example using SVM



